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What is NL2SQL?

Spider example

NL Query
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• Based on Sequence-to-sequence framework
• Based on pre-trained language models

Mainstream Approach – Seq2Seq



• Large language models
• Out-of-the-box or fine-tuned LLMs

• Use In-context learning with thoughtfully crafted prompts

Mainstream Approach – LLM

https://arxiv.org/abs/2402.16347

https://arxiv.org/abs/2402.16347


• Mainstream approaches (either Seq2seq models or LLMs) 
primarily employ auto-regressive decoding to generate 
unique SQL queries

Mainstream Approaches

START count( amount ) from ...select

select count( amount ) from
Auto-regressive

Decoding



• Problem: Auto-regressive decoding results in sub-optimal outputs
oLack of output diversity: beam search tends to exhibit repetitiveness

oLack of global context awareness: with the incremental nature of 
sequential generation, it may encounter local optima as only partial 
context is considered

Existing Problem



• Can we develop a unified framework for NL2SQL models, to 
improve their vanilla auto-regressive decoding?

Can We Have a Unified Framework?



What is MetaSQL?
• MetaSQL: NL2SQL with Metadata

Semantics Decomposition
Metadata-conditioned Generation
Learning-to-rank
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Decomposition



• Inspiration from competitive-
level coding
oSolve problem with problem tags

• Decompose the meaning of NL 
into a set of query metadata
o Opetator Tag (e.g., WHERE)

o Hardness Value (e.g., 200)

o Correctness Indicator (e.g., correct)

• Frame the NL-to-metadata as a
multi-label classification problem

Any encoder 
derived from 

NL2SQL models 

Problem 
Metadata

Decomposition



Decomposition



Generation



NL QUERY:
What are the country codes for 
countries that do not speak English?

SELECT countrycode
FROM CountryLanguage

SELECT countrycode
FROM CountryLanguage 
EXCEPT 

SELECT countrycode
FROM CountryLanguage 
WHERE language = ‘English’

SELECT countrycode
FROM CountryLanguage
WHERE language != ‘English’

…...
Multi-label 

Classifier
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NL2SQL MODEL

CANDIDATE SQLS

Generation
• Valinna NL2SQL -> Metadata-conditioned NL2SQL

• Metadata as language prompt
oFor Seq2seq models, re-train by having metadata as extra inputs 
oFor LLMs, use in-context learning with metadata infomraiton



Generation



Ranking



• Rank based on semantic similarity with NL and SQL
• Two-stage ranking pipeline

1) First-stage ranking for fast filtering
• Dual-tower architecture with similarity function

2) Second-stage ranking for top-1 selection

Ranking



Ranking
• Two-stage Ranking pipeline

o First-stage ranking for fast filtering
o Second-stage ranking for top-1 selection

• Problem: Current ranking primarily rely on sentence-level 
supervision to distinguish matched and mismatched 
candidates
o The semantic mismatch usually happens in finer grain, i.e., phrase level

Finer-grained 
mismatch



• Enhanced Second-stage ranking model
o Incorporate multi-grained signals (sentence-level and phrase-level)
o Construct multi-scale loss 

o NL-to-SQL Global Loss

o NL-to-Phrase Local Loss

o Phrase Triplet Loss
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• Benchmarks
ü Spider 
ü ScienceBenchmark

• Metrics
ü Translation Accuracy (syntactic equivalence) 
ü Execution Accuracy
ü Translation Precision/MRR (for ranking evaluation)

Evaluation



Evaluation

MetaSQL can consistently improve model 
performance over six baseline models

• Overall results on Spider and ScienceBenchmark datasets



Evaluation
• Results on metadata sensitivity analysis

MetaSQL is relatively not sensitive to hardness values, while exhibits 
greater sensitivity to operator tags and correctness indicators



Conclusion
• Metadata bring good hints 👍 for NL2SQL
• MetaSQL: A generate-then-rank framework for NL2SQL
• Coarse-to-fine > End-to-end!

• GAR: A generate-then-rank approach for NL2SQL
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https://github.com/Kaimary/MetaSQL
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